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library(data.table)  
library(caret)  
library(xgboost)  
library(fasttime)

rm(train)

## Warning in rm(train): object 'train' not found

rm(test)

## Warning in rm(test): object 'test' not found

data\_full <- fread("/home/arjun/Downloads/data/train.csv/mnt/ssd/kaggle-talkingdata2/competition\_files/train.csv", drop = c("attributed\_time"), showProgress=F)[(.N - 50e6):.N]   
  
set.seed(500)  
train\_index <- sample(c(1:dim(data\_full)[1]),dim(data\_full)[1]\*0.6)  
train<- data\_full[train\_index,]  
test <- data\_full[-train\_index,]  
table(train$is\_attributed)

##   
## 0 1   
## 29923272 76728

#find the propotion in percentage  
round(prop.table(table(train$is\_attributed)\*100),digits = 3)

##   
## 0 1   
## 0.997 0.003

#perking into the test data set.  
table((test$is\_attributed))

##   
## 0 1   
## 19948684 51317

#propotionate  
round(prop.table(table(test$is\_attributed)\*100),digits = 3)

##   
## 0 1   
## 0.997 0.003

This shows that data is imbalanced #Data Processing and Feature Engineering :

# data without the feature engineering:  
str(train)

## Classes 'data.table' and 'data.frame': 30000000 obs. of 7 variables:  
## $ ip : int 356995 34486 93523 65746 16426 26298 249244 120657 327824 204806 ...  
## $ app : int 3 9 24 8 12 2 2 3 2 3 ...  
## $ device : int 1 1 1 1 1 1 1 1 1 1 ...  
## $ os : int 19 43 22 20 12 19 13 13 8 19 ...  
## $ channel : int 205 107 105 145 124 236 435 205 435 173 ...  
## $ click\_time : chr "2017-11-09 13:28:16" "2017-11-09 11:51:51" "2017-11-09 15:33:27" "2017-11-09 07:41:27" ...  
## $ is\_attributed: int 0 0 0 0 0 0 0 0 0 0 ...  
## - attr(\*, ".internal.selfref")=<externalptr>

#test data without feature engineering:  
str(test)

## Classes 'data.table' and 'data.frame': 20000001 obs. of 7 variables:  
## $ ip : int 18251 62245 76788 37185 259940 23203 111025 74666 38641 9955 ...  
## $ app : int 3 3 9 12 18 2 12 2 8 3 ...  
## $ device : int 1 1 1 1 1 1 1 1 1 1 ...  
## $ os : int 18 70 25 13 17 13 20 22 19 8 ...  
## $ channel : int 280 379 466 205 107 477 259 219 145 379 ...  
## $ click\_time : chr "2017-11-09 00:54:23" "2017-11-09 00:54:23" "2017-11-09 00:54:23" "2017-11-09 00:54:23" ...  
## $ is\_attributed: int 0 0 0 0 0 0 0 0 0 0 ...  
## - attr(\*, ".internal.selfref")=<externalptr>

# number of rows in each data set :

print("train")

## [1] "train"

nrow(train)

## [1] 30000000

print("test")

## [1] "test"

nrow(test)

## [1] 20000001

# best way to feature engineering is to combine both the test and train data set.

# we make use of the fasttime library to engineer time data:  
# the value to be predicted is the ~~ is\_attributed of the train data set  
y <- train$is\_attributed  
ty <- test$is\_attributed  
#make a copy of the train data set for further training before combining   
copy\_train <- 1:nrow(train)  
#combine both training and testing data set  
train\_test <- rbind(train, test, fill = T)  
#remove memory to free up the ram   
#rm(train, test); gc()  
# feature engineering  
train\_test [, `:=`(hour = hour(click\_time), min = minute(click\_time), click\_time = fastPOSIXct(click\_time))  
 ][, next\_clk := as.integer(click\_time - shift(click\_time))  
 ][, click\_time := NULL  
 ][, ip\_f := .N, by = "ip"  
 ][, app\_f := .N, by = "app"  
 ][, channel\_f := .N, by = "channel"  
 ][, device\_f := .N, by = "device"  
 ][, os\_f := .N, by = "os"  
 ][, app\_f := .N, by = "app"  
 ][, ip\_app\_f := .N, by = "ip,app"  
 ][, ip\_dev\_f := .N, by = "ip,device"  
 ][, ip\_os\_f := .N, by = "ip,os"  
 ][, ip\_chan\_f := .N, by = "ip,channel"  
 ][, c("ip", "is\_attributed") := NULL ]  
#convert the click time to hour , minute   
#---------------------------

# prepare the data and make partation:

#delete the train data set from the combined and assign to ntest.  
ntest <- xgb.DMatrix(data = data.matrix(train\_test[-copy\_train]),label = ty)  
#assign the training data set to train\_test  
train\_test <- train\_test[copy\_train]; gc()

## used (Mb) gc trigger (Mb) max used (Mb)  
## Ncells 2018913 107.9 3719000 198.7 3085943 164.9  
## Vcells 747357795 5701.9 1755575315 13394.0 1747417752 13331.8

# make the partation in training data set  
copy\_train <- caret::createDataPartition(y, p = 0.9, list = F)  
#make a new training data with is\_attributed values intact   
ntrain <- xgb.DMatrix(data = data.matrix(train\_test[copy\_train]), label = y[copy\_train])  
#valuation data set or Testing data set  
nval <- xgb.DMatrix(data = data.matrix(train\_test[-copy\_train]), label = y[-copy\_train])  
cols <- colnames(train\_test)  
  
#rm(train\_test, y, copy\_train); gc()

# train the model with xgboost algorithm

#setup the tuning parameter  
#nrouds 600 defined.  
#nrounds 2000 took more than 5 hours to execute   
#at around 600th iteration the maximum auroc was achived and the improvement after that was not significant  
#nrounds: The maximum number of iterations (number of trees in final model).  
#colsample\_bytree: The number of features, expressed as a ratio, to sample when building a tree. Default is 1 (100% of the features).  
#min\_child\_weight: The minimum weight in the trees being boosted. Default is 1.eta: Learning rate, which is the contribution of each tree to the solution. Default is 0.3.  
#gamma: Minimum loss reduction required to make another leaf partition in a tree.subsample: Ratio of data observations. Default is 1 (100%).max\_depth: Maximum depth of the individual trees.  
  
list\_xgb <- list(objective = "binary:logistic",  
 booster = "gbtree",  
 eval\_metric = "auc",  
 nthread = 8,  
 eta = 0.07,  
 max\_depth = 4,  
 min\_child\_weight = 96,  
 gamma = 6.1142,  
 subsample = 1,  
 colsample\_bytree = 0.5962,  
 colsample\_bylevel = 0.5214,  
 alpha = 0,  
 lambda= 21.0033,  
 max\_delta\_step = 5.0876,  
 scale\_pos\_weight = 150,  
 nrounds = 600)  
#training xgb model using the library xgboost   
m\_xgb <- xgb.train(list\_xgb, ntrain, list\_xgb$nrounds, list(val = nval), print\_every\_n = 50, early\_stopping\_rounds = 500)

## [1] val-auc:0.934295   
## Will train until val\_auc hasn't improved in 500 rounds.  
##   
## [51] val-auc:0.963140   
## [101] val-auc:0.967905   
## [151] val-auc:0.969916   
## [201] val-auc:0.971423   
## [251] val-auc:0.972214   
## [301] val-auc:0.972752   
## [351] val-auc:0.973026   
## [401] val-auc:0.973320   
## [451] val-auc:0.973452   
## [501] val-auc:0.973639   
## [551] val-auc:0.973819   
## [600] val-auc:0.973946

#before the final testing   
#let us check the importance   
  
(imp <- xgb.importance(cols, model=m\_xgb))

## Feature Gain Cover Frequency  
## 1: app\_f 0.4647812732 0.127868227 0.10359551  
## 2: ip\_dev\_f 0.1255781134 0.075225646 0.06056180  
## 3: ip\_app\_f 0.1031957319 0.068424975 0.07865169  
## 4: app 0.0869160079 0.143834191 0.11595506  
## 5: ip\_f 0.0473326233 0.108816645 0.08067416  
## 6: channel\_f 0.0425115589 0.082996588 0.09887640  
## 7: ip\_os\_f 0.0421232870 0.067125907 0.07022472  
## 8: channel 0.0245339929 0.039561319 0.08101124  
## 9: device 0.0213343662 0.029291145 0.01707865  
## 10: os\_f 0.0133877569 0.068408326 0.06505618  
## 11: ip\_chan\_f 0.0085831153 0.051282350 0.05168539  
## 12: hour 0.0073275775 0.049763281 0.04898876  
## 13: os 0.0058146001 0.050224467 0.04853933  
## 14: device\_f 0.0049249773 0.008404571 0.01213483  
## 15: next\_clk 0.0008822337 0.013689604 0.03662921  
## 16: min 0.0007727845 0.015082759 0.03033708

xgb.plot.importance(imp, top\_n = 30)

![](data:image/png;base64,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)

#examine gain , cover , frequency to get insights from the trained model   
imp

## Feature Gain Cover Frequency Importance  
## 1: app\_f 0.4647812732 0.127868227 0.10359551 0.4647812732  
## 2: ip\_dev\_f 0.1255781134 0.075225646 0.06056180 0.1255781134  
## 3: ip\_app\_f 0.1031957319 0.068424975 0.07865169 0.1031957319  
## 4: app 0.0869160079 0.143834191 0.11595506 0.0869160079  
## 5: ip\_f 0.0473326233 0.108816645 0.08067416 0.0473326233  
## 6: channel\_f 0.0425115589 0.082996588 0.09887640 0.0425115589  
## 7: ip\_os\_f 0.0421232870 0.067125907 0.07022472 0.0421232870  
## 8: channel 0.0245339929 0.039561319 0.08101124 0.0245339929  
## 9: device 0.0213343662 0.029291145 0.01707865 0.0213343662  
## 10: os\_f 0.0133877569 0.068408326 0.06505618 0.0133877569  
## 11: ip\_chan\_f 0.0085831153 0.051282350 0.05168539 0.0085831153  
## 12: hour 0.0073275775 0.049763281 0.04898876 0.0073275775  
## 13: os 0.0058146001 0.050224467 0.04853933 0.0058146001  
## 14: device\_f 0.0049249773 0.008404571 0.01213483 0.0049249773  
## 15: next\_clk 0.0008822337 0.013689604 0.03662921 0.0008822337  
## 16: min 0.0007727845 0.015082759 0.03033708 0.0007727845

#testing with validation data set:  
valid\_fit <- round(predict(m\_xgb,nval), 6)  
#we use area under roc as the performance metric:

# testng the data with test

fit\_test <- round(predict(m\_xgb,ntest), 6)

library(caret)  
fit\_test\_c <- ifelse(fit\_test > 0.5 , 1, 0)  
fit\_test\_c <- factor(fit\_test\_c)  
ty<- factor(ty)  
confusionMatrix(fit\_test\_c , ty)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 19616236 7319  
## 1 332448 43998  
##   
## Accuracy : 0.983   
## 95% CI : (0.983, 0.9831)  
## No Information Rate : 0.9974   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.2021   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.9833   
## Specificity : 0.8574   
## Pos Pred Value : 0.9996   
## Neg Pred Value : 0.1169   
## Prevalence : 0.9974   
## Detection Rate : 0.9808   
## Detection Prevalence : 0.9812   
## Balanced Accuracy : 0.9204   
##   
## 'Positive' Class : 0   
##

fit\_test\_c <- ifelse(fit\_test > 0.6 , 1, 0)  
fit\_test\_c <- factor(fit\_test\_c)  
#ty<- factor(ty)  
confusionMatrix(fit\_test\_c , ty)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 19676856 7886  
## 1 271828 43431  
##   
## Accuracy : 0.986   
## 95% CI : (0.986, 0.9861)  
## No Information Rate : 0.9974   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.2336   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.9864   
## Specificity : 0.8463   
## Pos Pred Value : 0.9996   
## Neg Pred Value : 0.1378   
## Prevalence : 0.9974   
## Detection Rate : 0.9838   
## Detection Prevalence : 0.9842   
## Balanced Accuracy : 0.9164   
##   
## 'Positive' Class : 0   
##

Comments:

Initially the dataset was imbalanced, to balance it we incorporated some feature engineering techniques. The model was built using XGBoost Algorithm.

We have plotted the confusion matrix to find out the accuracy which was noticed to be ~98.3%. Which means the dataset is 98.3% efficient in detecting the fraudulent clicks on mobile app ads.

**Sensitivity :** How "sensitive" is the classifier to detecting positive instances?

0.9864

**Specificity:** When the actual value is negative, how often is the prediction correct?

0.8463